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The knowledge of the atomic structure of clusters composed by few atoms is a basic prerequisite to obtain
insights into the mechanisms that determine their chemical and physical properties as a function of diameter,
shape, surface termination, as well as to understand the mechanism of bulk formation. Due to the wide use of
metal systems in our modern life, the accurate determination of the properties of 3d, 4d, and 5d metal clusters
poses a huge problem for nanoscience. In this work, we report a density functional theory study of the atomic
structure, binding energies, effective coordination numbers, average bond lengths, and magnetic properties of
the 3d, 4d, and 5d metal (30 elements) clusters containing 13 atoms, M 3. First, a set of lowest-energy local
minimum structures (as supported by vibrational analysis) were obtained by combining high-temperature
first-principles molecular-dynamics simulation, structure crossover, and the selection of five well-known M 3
structures. Several new lower energy configurations were identified, e.g., Pd;3, W3, Pt;3, etc., and previous
known structures were confirmed by our calculations. Furthermore, the following trends were identified: (i)
compact icosahedral-like forms at the beginning of each metal series, more opened structures such as hexago-
nal bilayerlike and double simple-cubic layers at the middle of each metal series, and structures with an
increasing effective coordination number occur for large d states occupation. (ii) For Au;;, we found that
spin-orbit coupling favors the three-dimensional (3D) structures, i.e., a 3D structure is about 0.10 eV lower in
energy than the lowest energy known two-dimensional configuration. (iii) The magnetic exchange interactions
play an important role for particular systems such as Fe, Cr, and Mn. (iv) The analysis of the binding energy
and average bond lengths show a paraboliclike shape as a function of the occupation of the d states and hence,
most of the properties can be explained by the chemistry picture of occupation of the bonding and antibonding

states.
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I. INTRODUCTION

Particles/clusters containing few to thousand atoms show
chemical and physical properties' that are different from
those observed for their bulk counterparts.* In particular, sev-
eral studies have found that the structural, optical, magnetic,
and reactivity of clusters are greatly dependent on their di-
ameter, shape, and surface termination. Thus, clusters with
specific properties can be designed by tuning particle size,
shape, and surface termination in high controlled
experiments,’ which opens the possibility for a wide range of
technological applications in nanoscience. Furthermore, clus-
ters containing few atoms are considered the basic building
blocks of macroscopic systems and hence, the study of clus-
ters can provide insights into the formation mechanism of
macroscopic systems.

For example, gold particles with macroscopic size are not
active for catalysis applications. However, gold particles
with about 1.5 nm (about 55 atoms) show unexpected cata-
lytic behavior for several reactions.® Furthermore, gold nano-
particles have been studied for selective release of multiple
drugs in combination therapy.” These findings have moti-
vated a large number of studies to understand the origin of
the catalytic activity of gold clusters containing few atoms
(7-55).3-11 However, a simple explanation of the catalytic
properties of gold nanoparticles is still far from satisfactory,
which can be attributed to the difficulties to obtain a com-

1098-0121/2010/81(15)/155446(14)

155446-1

PACS number(s): 61.46.Bc, 61.46.Df, 61.50.Ah, 61.82.Bg

plete knowledge of the atomic structure of gold clusters in
gas phase!! or ligand-protected clusters.'!:1?

It is well known that macroscopic particles of Pt, Pd, and
Rh supported on oxides compounds, e.g., CeO,_ (0<x
<1/2),'3-16 are widely used as active components in cataly-
sis, e.g., three-way catalysts,!” ethanol electro-oxidation.!®!°
The transition-metal components represent a substantial part
of the manufacturer cost of a catalytic devices, and the use of
nanoparticles provide the possibility to wisely select the par-
ticles size and shape that are the most cost efficient for cata-
lytic applications.”” Thus, there are great expectations that
nanoparticles can contribute to increase efficiency and re-
duce the cost of catalytic devices.

Recently, experimental studies have identified that nano-
particles of Rh confined in carbon nanotubes enhance etha-
nol production compared with oxide supported large Rh
particles.”! Experimental studies have found that even Pt
clusters with subnanometer size (8-9 atoms), stabilized on
high-surface-area substrates (Al,03), are 40-100 times more
active for the oxidative dehydrogenation of propane than
previously studied Pt and vanadia catalysts.?? It is important
also to mention that Pt, Pd, Rh, and Au have been used in
core-shell nanoparticles to design new catalysts, which com-
bine the properties of two or more systems.?>28

Experimental and theoretical studies have suggested that
Aly; acts like a superhalogen atom.?” It shows that highly
stable clusters can exhibit unique properties. Also, Al clus-
ters with few atoms (16—18) have been suggested as catalysts
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for H, generation by water splitting.3° Transition-metal ele-
ments that are nonmagnetic on their bulk phase can show
unexpected large magnetic moments for particles with few
atoms, e.g., Rh,(n=12-32) (Refs. 31-35) while magnetic
bulk materials exhibit an enhancement of their magnetic mo-
ments at nanoscale.’®*” This have great importance in the
field of magnetic storage and spintronics.

Experimental studies employing time-of-flight mass spec-
trometry for clusters'=> have shown that clusters with a par-
ticular number of atoms (magic number) occur more often,
which indicates higher relative stability for those clusters.
For example, clusters with 13 atoms have a high rate of
occurrence for Fe, Ti, Zr, Nb, Ta, and Al,3°*® which have
been supported by first-principles calculations.>*#" Further-
more, structural model analysis based on close-packed icosa-
hedral (ICO) configurations would favor clusters with 13, 55,
and 147 atoms,*' however, this analysis does not take into
account the nature of the chemical bonds among the different
systems and hence, different magic numbers are also pos-
sible. Thus, the identification of magic number clusters might
play an important role to understand their stability as a func-
tion of particle size.

The main problem to obtain a deep atomic-level under-
standing of the physical and chemical properties of clusters
relies on an accurate determination of their equilibrium
atomic structure, which is not simple to be obtained as might
appear. A direct identification of the equilibrium atomic
structure by experimental techniques is very difficult and
only indirect measurements can provide few clues about the
underlying atomic structure. Thus, the combination of ex-
perimental techniques with first-principles calculations has
been used. For example, vibrational spectroscopy combined
with theoretical calculations has lead to important insights
into the atomic structure of Au clusters.'”

Magnetic properties of isolated metal clusters have been
investigated by Stern-Gerlach molecular-beam deflection
experiments3'343642-45 and a large number of data, e.g., total
magnetic moments, have been reported. These data have
been useful as a guide line in the identification of the atomic
structure by first-principles calculations. For example, the
atomic structure of Rh;; have been revealed only after a
search for atomic configurations*® with lower total magnetic
moments reported in experimental studies.’!*3 However, the
combination of magnetic experiments with first-principles
calculations to identify equilibrium structures have its own
problems. It can be applied only for systems with a strong
dependence of the magnetic moment on the atomic configu-
rations, which is not the case for most of the systems. For
example, Pt, Cu, Au, etc., have an almost constant magnetic
moment for different atomic configurations.

As mentioned above, experimental techniques have found
difficulties to identify directly the atomic structure of clus-
ters. Thus, most of the structural studies have been based on
theoretical calculations, which can determine directly the
atomic structure of clusters using several well-defined algo-
rithms. Magic number clusters have high relative stability
and hence, it has great importance. Several recent first-
principles calculations based on density functional theory
(DFT) have focused on those clusters, in particular, on metal
particles containing 13 atoms. For example, Sc;3,>%7 Ti;3,*
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Ay, 02:05:70.72.73.99-103 and Hg,4.!94195 It can be noticed that
particular systems have been widely studied, e.g., Rh;3, Pd3,
Ags, Ptj3, and Au;; while other systems have rarely been
studied, e.g., Crys.

Almost all previous works, with few exceptions,’® fo-
cused on just one or few particular systems, i.e., there is no
study that include all the 3d, 4d, and 5d M5 clusters. Fur-
thermore, it is important to mention that few works have
focused in the search for lowest-energy structures while most
of the studies have assumed predefined structures. Therefore,
although several studies have been performed, a basic under-
standing of the structure and electronic properties as a func-
tion of the atomic number for the 3d, 4d, and 5d systems
remains incomplete and further studies are highly desirable
due to the wide importance of clusters in nanoscience.

In order to understand the structure and electronic trends
as a function of the occupation of the d states (atomic num-
ber), as well as to provide a comprehensive comparative
analysis of all the 3d, 4d, and 5d systems, we studied the
atomic and electronic structure properties of all 3d, 4d, and
5d M 5 clusters (30 systems) employing first-principles cal-
culations. We identified a set of lowest-energy atomic con-
figurations, whose local minimum character has been con-
firmed by vibrational analysis. For particular systems such as
Ni3, Pdj3, W3, Pty3, etc., we identified new lower energy
configurations compared with previous studies. Thus, this
work provides one of the most complete set of lowest-energy
configurations for the 3d, 4d, and 5d M5 clusters.

In order to obtain quantitative insights into the atomic
structure trends, we calculated the binding energy, effective
coordination number (ECN), average bond lengths, total
magnetic moment, and vibrational frequencies. From those
results, we identified the trends along of the 3d, 4d, and 5d
series. (i) Compact icosahedral-like forms at the beginning of
each metal series and more opened structures, such as hex-
agonal bilayer (HBL)-like and double simple cubic (DSC)
layer, forms at the middle of each metal series and an effec-
tive coordination increasing is observed for large d states
occupation. (ii) For Au,s, we found that spin-orbit coupling
(SOC) favors the three-dimensional (3D) structures, i.e., our
3D structure is about 0.10 eV lower in energy than the lowest
energy known two-dimensional (2D) configuration. (iii) The
magnetic exchange interactions play an important role for
particular systems such as Fe, Cr, and Mn. (iv) The analysis
of the binding energy and average bond lengths show a para-
boliclike shape as a function of the occupation of the d states
and hence, most of the properties can be explained by the
chemistry picture of occupation of the bonding and antibond-
ing states. The remaining of this paper is organized as fol-
lows: In Sec. II, we show the theoretical approach and com-
putational details. The results are reported in Sec. III. Section
IV contains a discussion and our conclusions.
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FIG. 1. (Color online) Symmetric configurations calculated for the M3 clusters, namely, ICO, CUBO, BBP, HBL, and DSC.

II. THEORETICAL APPROACH AND
COMPUTATIONAL DETAILS

A. Total-energy calculations

Our spin-polarized first-principle calculations for the 3d,
4d, and 5d metal clusters with 13 atoms, M3, are based on
DFT (Refs. 106 and 107) within the generalized gradient
approximation'®® formulated by Perdew, Burke, and Ernzer-
hof (PBE) (Ref. 109) to the exchange-correlation energy
functional (from now DFT-PBE). The Kohn-Sham equations
are solved employing the all-electron projected augmented
wave (PAW) method,"'%!"" as implemented in the Vienna ab
initio simulation package (VASP).!'>!3 We used the PAW
projectors as provided within VASP (Ref. 111) and hence,
SOC effects are not directly taken into account for the va-
lence electrons. It has been known that SOC might affect the
relative total energy among different isomers of heavy ele-
ments clusters, e.g., Pt, Au, and Hg.'%%!!* Thus, to under-
stand the effect of the SOC in the atomic structure of M3
clusters composed by heavy elements, additional calculations
with the SOC for the valence states as implemented in VASP
(from now DFT-PBE+SOC) were also performed for all the
4d and 5d systems.

We considered all PAW projectors for which the semicore
electrons are taken into account as valence electrons. For the
cutoff energies, we employed the recommended values in the
PAW projectors (ENMAX), i.e., cutoff energies from 150 eV
to about 380 eV. For all calculations, the equilibrium geom-
etries are obtained when the atomic forces are smaller than
0.010 eV/A and the total energy converges within 107 eV.
All calculations were performed with a cubic box of 17 A
and using a single k point (I' point) for the Brillouin-zone
(BZ) integration. In order to check the accuracy of our re-
sults, selected calculations were also performed using a cubic
box of 20 A, as well as a larger number of k points, e.g.,
(2X2X%2) (8 k points in BZ). We found negligible differ-
ences in the results and hence, we report only calculations
performed using a cubic box of 17 A and a single k point.
For the binding-energy calculations, the free atoms were cal-
culated employing an orthorhombic box with dimensions of
17X 17.25X 17.50 A3 with a single k point (I" point) for the
BZ integration.

B. Atomic structure generation

It is well known that even a simple M5 cluster contains
thousands of local minimum configurations and it increases
almost exponentially with the number of atoms.?> Thus, so-
phisticated algorithms have been employed in the search for
the lowest-energy structures, namely, genetic algorithm

(GA),'> basin-hopping Monte Carlo (BHMC),3103.116.117
Monte Carlo (MC),”' conformational space annealing,’’ ta-
boo search in descriptor space (TSDS),’®!'8 and high-
temperature (high-T) molecular dynamics (MD).% For al-
most all studies, GA, BHMC, MC, and TSDS algorithms are
combined with empirical pair potentials due to the high com-
putational cost of those algorithms (large number of evalu-
ated configurations).!'®!!” However, empirical pair potentials
have difficulties to provide a correct description of the
atomic structure of nanoclusters® and hence, its ground-state
structure might not be correct.

The use of first-principles calculations combined with al-
gorithms such as GA and BHMC is prohibitive for a com-
plete study of 30 elements due to the extreme large number
of configurations that must be evaluated in order to obtain
the ground-state structure.!'® Thus, in this work, we use a set
of approaches in order to obtain a reliable set of lowest-
energy structures, which will be used to discuss structural
and electronic trends along of the 3d, 4d, and 5d series.

First, we employed high-7" MD simulations as a structure
generator to yield structure inputs for conventional total-
energy minimizations (conjugated gradient schemes). For
those MD calculations, a time step of 2—4 fs was used for all
calculations, with MD runs being about 30—60 ps long, along
which the following procedure was adopted. A disordered
structure was selected and heated during few picosecond
above melting temperature in order to remove any symmetry
history. Then, the system was cooled down up to a particular
temperature and a constant-temperature MD run was per-
formed for few picosecond. This procedure was repeated un-
til zero temperature is reached. Snapshots (atomic configura-
tions) were collected along with the complete simulation,
quenched to zero temperature, and optimized.

We found that our high-7" MD simulations have difficul-
ties to generate high-symmetry configurations, e.g., icosahe-
dron. It can be attributed to the relatively short time scale of
our simulations. However, it is well known that several ele-
ments in the periodic table have high-symmetry ground-state
structures for M 3. Thus, we included five widely known M3
structures with high symmetry, Fig. 1, in our calculations,
namely, ICO (I,,),>*! cuboctahedron (CUBO, 0,),> buckled
biplanar (BBP, C5,),%> HBL (Cs,),**6>78119 and the double
simple cubic (DSC).%>789 These high-symmetry configura-
tions were selected by their topology (close-packed, layered,
and open structures) and energetics based on DFT
calculations.*4%2 The geometry optimizations for the high-
symmetry clusters were performed with and without symme-
try constraints in order to identify possible symmetry break-
ing.

It has been known that several nearby elements in the
periodic table have the same ground-state structure, e.g., Rh,

155446-3



PIOTROWSKI, PIQUINI, AND DA SILVA

Pd, and Ag crystallize in the same face-centered-cubic
structure.* Thus, we expect that a similar trend could also be
true for clusters. In this way, structural crossover was per-
formed among different systems. For example, we selected
the lowest-energy structure identified for Rh; as a starting
configuration for other systems in the periodic table. Differ-
ent spin configurations were taking into account in our cal-
culations, e.g., ferromagnetic (FM), antiferromagnetic
(AFM), and ferrimagnetic (FIM) orderings. This is particu-
larly important for particular systems, e.g., Vi3, Crj3, Mny3,
etc. Finally, MD simulations at 300 K were performed for
selected systems to check their stability.

We would like to stress that the five configurations shown
in Fig. 1 are the only external structures employed in this
work, i.e., all other configurations are obtained using the
procedures described above. All relative energy differences,
binding energies, and magnetic moments are given per clus-
ter.

III. RESULTS AND DISCUSSION

First, using the procedure outlined above, we calculated
about 15-45 configurations for each M3 system without
taken into account SOC effects for the valence electrons, i.e.,
DFT-PBE calculations. Second, in order to understand the
role played by SOC in the atomic structure of heavy element
M 5 clusters, we selected a set of six structures, namely, the
ICO, CUBO, BBP, HBL, DSC, and the lowest-energy con-
figurations and additional geometric optimizations were per-
formed by taken into account SOC effects for the valence
states (DFT-PBE+SOC). Thus, a set of lowest-energy con-
figurations were identified and the following properties were
calculated, namely, relative total energies, binding energies,
effective coordination number, average bond lengths, total
magnetic moments, and vibrational frequencies.

A. Relative energy stability

The relative energies of all M5 clusters, AE,,, with re-
spect to the total energy of the ideal ICO cluster, E{Sto, are
calculated as

AE = Eo™ = Eg. (D

where E2M" is the total energy of a particular configuration.

The results for AE,, for all systems and configurations are
shown in Fig. 2 while the results for the CUBO, BBP, HBL,
DSC, and the lowest-energy configurations are summarized
in Table I. A negative (positive) value of AE,, indicates a
cluster with energy lower (higher) than the ideal ICO cluster.

We found that the magnitude of the relative energy differ-
ence between the lowest- and highest-energy configurations
shows a strong dependence on the occupation of the d states,
which could be attributed to the selected structures. How-
ever, we want to point out that compact (ICO) and open
(DSC) structures were calculated for all systems and hence,
the magnitude of the relative energy differences can provide
some insights. For example, for elements with a large occu-
pation of the d states, such as Co, Ni, Cu, Zn, Rh, Pd, Ag,
Cd, Au, and Hg, the energy difference between the lowest-
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FIG. 2. (Color online) Relative total energies, AE,, for all cal-
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and highest-energy clusters is smaller than 2.50 eV. How-
ever, most of the remaining systems with small occupation of
the d states have energy differences of about 4.0-7.0 eV. We
found also particular cases, e.g., Hgy3, for which the energy
difference between the lowest (compact)- and highest
(open)-energy configuration is 0.37 eV, which can be ex-
plained by the weak van der Waals interaction between the
Hg atoms.!*

B. Binding energy

In order to obtain further insights, we calculated the bind-
ing energy per atom for the lowest-energy clusters, E,, which
is given by

_ rlowest free-atom
Eb = Etot - Etot ’ (2)

where EI! is the total energy per atom of the lowest-
energy configuration while E["**°™ is the total energy of the
free atom. The results are shown in Fig. 3. We found that the
binding energy as a function of the atomic number shows a
similar shape as compared to the cohesive energy of the re-
spective solids, as it is discussed in material science books

(see Ref. 120). Even the peaks observed for Cr, Mn, and Mo
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TABLE I. Relative total energies (in electron volt) and total magnetic moments (in ug) calculated without SOC for the valence states.

AFE, Sc Ti A% Cr Mn Fe Co Ni Cu Zn

ICO 0.00 (19) 0.00 (6) 0.00 (7) 0.00 (20)  0.00 (33)  0.00 (44)  0.00 (31) 0.00 (8) 0.00 (5)  0.00 (0)
CUBO  +2.40 (3) +2.65 (10) +3.70 (15) +0.60 (4) +0.41 (47) +2.39 (40) +0.46 (27) +1.15 (6) +0.50 (1) +0.06 (0)
DSC +4.17 (5) +5.49 (2) +3.82 (1) -0.95 (12) +1.68 (43) +4.30 (40) +1.12 (27) +1.41 (10) +0.88 (1) -0.43 (2)
BBP +2.04 (7) +2.47 (2) +2.39 (11) -2.06 (20) +0.72 (41) +1.48 (40) -0.47 (25) +0.13 (10) -0.44 (1) -1.06 (0)
HBL +2.25 (5) +2.94 (2) +0.97 (9) -3.45 (14) -1.17 (29) +1.65 (40) -1.14 (27) +0.16 (12) -0.39 (1) -1.11 (0)
Lowest 0.00 (19) -0.21 (6) -0.94 (1) -541 (0) -2.55 (3) -0.10 (44) -1.14 (27) -0.27 (10) —-0.98 (1) -1.90 (0)
AE,, Y Zr Nb Mo Te Ru Rh Pd Ag cd

ICO 0.00 (19)  0.00(6)  0.00(3)  0.00(10) 0.00(13) 0.00(12) 000 (17)  0.00(8) 000 (5  0.00 (0)
CUBO +1.97 (3) +3.79 (10) +4.34 (1) +0.04 (2) -0.74 (5) +1.37 (18) +0.85 (19) +0.65 (6) —0.14 (1) +0.09 (0)
DSC +3.76 (3) +6.55 (0) +5.17 (1) +1.85 (0) -1.27 (3) =-2.81 (4) -1.31 (9) +1.27 (6) -1.08 (1) +0.53 (0)
BBP  +1.60 (7) +255 (2) +074 (1) -1.08 (2) -1.61 (5) -0.85 (6) —-0.20 (17) —-0.01 (4) -0.80 (1) —0.31 (0)
HBL +1.68 (5) +3.01 (2) +0.37 (3) -1.16 (2) =346 (1) -1.72 (8) =025 (5) -0.18 (2) =-0.73 (1) -0.21 (0)
Lowest 0.00 (19) -0.08 (6) -1.48 (1) -2.57 (0) =346 (1) =320 (2) -1.31 (9) -0.32 (6) -1.25 (1) -0.69 (0)
AE, Lu Hf Ta ' Re Os Ir Pt Au Hg

ICO 0.00 (13) 0.00 (6) 0.00 (7) 0.00 (6) 0.00 (13) 0.00 (2) 0.00 (11) 0.00 (2) 0.00 (5)  0.00 (0)
CUBO  +2.00 (5) +3.14 (4) +4.96 (3) -047 (2) -1.87 (7) +0.71 (2) +0.46 (19) -0.24 (6) -0.98 (1) +0.05 (0)
DSC +2.78 (3) +6.21 (0) +5.84 (3) +1.34 (0) -3.54 (1) =626 (4) -641 (3) -2.25 (4) -1.00 (1) +0.37 (0)
BBP +0.82 (7) +2.21 (2) +1.18 (1) -1.98 (2) -3.69 (7) -3.44 (4) -298 (3) -2.01 (4) -1.88 (1) +0.08 (0)
HBL +0.98 (5) +3.02 (2) +2.18 (1) -2.05 (0) =576 (5) —4.75(4) =3.19(11) =2.16 (0) =-2.24 (1) +0.06 (0)
Lowest —0.13 (13) -0.16 (6) -0.85 (1) -4.32 (0) =576 (5) —6.26(4) -6.68(3) -3.53 (2) -2.65 (1) 0.00 (0)

are well reproduced by our lowest-energy clusters. Thus, the
same mechanisms used to explain these trends in bulk phase
might be applied for M 5 clusters, however, size effects com-

0.0
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FIG. 3. Binding energy of the M5 clusters in their lowest-
energy configurations, Ey,.

bined with d states occupation might play a role as well. For
example, with few exceptions, all the 3d, 4d, and 5d bulk
systems have compact bulk structures, however, several M3
clusters, e.g., Ir, Ru, and Rh, have open structures (see be-
low).

C. Spin-orbit coupling effects in the atomic structure

In order to check the effect of SOC for the heavy M3
clusters, we performed additional calculations (DFT-PBE
+SOC) for six selected structures (ICO, CUBO, DSC, BBP,
HBL, and lowest energy) for the 4d and 5d systems. Those
structures were initially optimized without SOC (DFT-PBE),
Table 1. Thus, DFT-PBE+SOC calculations were performed
for fixed DFT-PBE geometries and then, we optimized those
structures with DFT-PBE+SOC. The results are summarized
in Table II. We found that unrelaxed and fully relaxed clus-
ters with DFT-PBE+SOC yield about the same relative en-
ergy differences with respect the unrelaxed ideal ICO con-
figuration, i.e., atomic relaxations within SOC for the
valence states can be neglected at least for the majority of the
4d and 5d M ;5 clusters. This observation can be useful due to
the high cost of geometry optimization with DFT-PBE
+SOC.

For the 4d systems the relative energy differences are
about the same with DFT-PBE and DFT-PBE+SOC, how-
ever, AE, slightly changes for few 5d systems, which could
be expected. For Pt;; and Au,s, AE,, changes by about 0.42
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TABLE II. Relative total energies (in electron volt) and total magnetic moments (in ug) calculated with SOC for the valence states. The
numbers in parentheses are SOC calculations (DFT-PBE+SOC) for fixed atomic configurations obtained without SOC.

AE,, Y Zr Nb Mo Ru Rh Pd Ag cd
ICO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
CUBO (+1.97) (+3.82) (+4.38) (+0.03) (-0.78) (+1.39) (+0.78) (+0.65) (-0.13) (+0.08)
+1.97 +3.82 +4.32 -0.02 -0.79 +1.34 +0.78 +0.56 -0.13 +0.08
DSC (+3.79) (+6.55) (+5.21) (+1.85) (-1.28) (=2.77) (-1.34) (+1.32) (-1.07) (+0.49)
+3.76 +6.54 +5.21 +1.84 -1.28 =2.77 -1.34 +1.32 -1.07 +0.49
BBP (+1.60) (+2.59) (+0.78) (-1.06) (-1.61) (-0.82) (=0.27) (+0.01) (-0.79) (-0.32)
+1.60 +2.59 +0.69 -1.06 -1.61 -0.82 -0.27 +0.01 -0.79 -0.32
HBL (+1.69) (+3.04) (+0.41) (-1.15) (-3.406) (-1.67) (-0.52) (=0.16) (=0.72) (=0.21)
+1.69 +3.04 +0.41 -1.15 -3.46 -1.73 —-0.58 -0.20 -0.72 -0.21
Lowest (0.00) (=0.05) (~1.44) (-2.56) (-3.47) (-3.14) (-1.34) (-0.29) (-1.23) (-0.69)
0.00 -0.05 -1.44 -2.56 -3.47 -3.16 -1.34 -0.29 -1.23 —-0.69
AE, Lu Hf Ta w Os Ir Pt Au Hg
ICO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
CUBO (+2.00)  (+320)  (+4.87)  (=033)  (=1.99)  (+0.40)  (+0.33)  (=0.16)  (=0.93)  (+0.05)
+1.97 +3.20 +4.87 -0.38 -2.00 +0.39 +0.32 -0.21 -0.95 +0.05
DSC (+2.72) (+6.26) (+5.92) (+1.53) (-3.58) (-6.19) (-6.38) (=1.78) (=0.85) (+0.37)
+2.64 +6.26 +5.92 +1.53 -3.58 -6.20 —-6.38 -1.78 -0.85 +0.37
BBP (+0.84)  (+227)  (+125)  (=1.81)  (=3.68)  (=3.42)  (=325)  (~1.83)  (=1.71)  (+0.07)
+0.84 +2.27 +1.25 -1.81 -3.68 -3.44 -3.26 -1.85 -1.71 +0.07
HBL (+0.99) (+3.07) (+2.25) (-1.86) (-5.82) (-4.72) (-3.26) (-1.75) (-2.04) (+0.05)
+0.99 +3.07 +1.79 -1.93 -5.84 —-4.73 -3.27 -1.78 -2.04 +0.05
Lowest (-0.11) (-0.12) (-0.77) (-4.12) (-5.82) (-6.19) (-6.57) (=3.10) (=2.31) (0.00)
-0.11 -0.12 -0.77 -4.12 -5.84 -6.20 -6.58 -3.11 -2.34 0.00

and 0.31 eV, respectively, while it is smaller than 0.20
—0.10 eV for almost all the remaining 5d systems. Thus, the
most affected systems are Pt and Au, which could be ex-
pected due to their large atomic number and incomplete d
shell. However, it is important to mention that Hg has an
even large atomic number but the relative energy differences
are not affected by SOC.

For atomic configurations in which the relative energy
difference are about 0.10 eV, we noticed a change in the
relative stability among the structures for few systems, how-
ever, it is important to notice that the relative energy differ-
ence between compact and open M5 structures are in the
range from 2.5 to 7.0 eV (except for Hg;3). Thus, it is un-
likely that SOC can change the relative stability at this par-
ticular energy range, which is supported by our results sum-
marized in Table II. Thus, we should focus our attention only
to the cases in which we have very different atomic configu-
rations with a relative energy difference of about 0.10 eV.

We found only a particular case in which SOC plays an
important role for the atomic structure of M3, namely, 2D
versus 3D structures of Aujs. It has been reported that an-
ionic Au clusters with few atoms have a strong preference for
planar structures,'®? which is in accordance with our results
without SOC for neutral Au;3. For example, we found that
our lowest 2D configuration is 0.15 eV lower in energy than
the lowest 3D configuration. However, the relative stability

of the 2D and 3D structures change when SOC is taken into
account for the valence states, i.e., the 3D configuration turns
0.10 eV lower in energy than the 2D planar structure, which
is consistent with experimental observations.'%? Thus, SOC
plays an important role in the stabilization of the 3D configu-
ration for Auy; and would be interesting to understand the
role of SOC in the competition between 2D and 3D clusters
for smaller Au particles. Among all studied cluster with 13
atoms, Au,z is the only system in which there is a clear
competition of 2D versus 3D structures.

D. Atomic structure

From the results shown in Fig. 2, and Tables I and II, we
identified the lowest-energy structures for all M3 systems,
which are shown in Fig. 4. We found that only three systems
have ideal ICO configuration, namely, Sc3, Y3, and Hg;
while distorted ICO clusters are found for eight systems,
namely, Ti13, V13, Cr]3, Mn13, Fe]3, Zr13, Lu13, and Hf13.
Therefore, we can conclude that the 3d systems have a larger
preference for close-packed structures than the 4d and 5d
systems. The energy gain due to the distortions is less than
0.25 eV for Tiys, Feys, Zry3, Lu;s, and Hf|; while the same is
not the case for V3, Cry3, and Mn,3, e.g., an energy gain of
0.9, 54, and 2.6 eV for Vi3, Cry3, and Mn3, respectively,
which can be mainly attributed to the FIM magnetic interac-
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FIG. 4. (Color online) Lowest-energy structures for the M3 systems. Configurations in which there are two atom colors, it indicates
positive and negative (black atoms) local magnetic moments located in the respective atom.

tions and atomic distortions. It is important to notice that
Mn;; has very likely an ICO-like structure while V3 and
Cry3 show apparently large distortions.

For Nb,; and Ta;3, we noticed that two extra atoms can be
added to the structure to form a compact structure with 15
atoms, which might have greater stability than the M5 clus-
ter. Both V, Nb, and Ta elements are located in the same
column (group V) and hence, we would expect that V5 or
even other elements nearby the group V could have similar
structure. We found that the lowest-energy structures for V3
and Cr;; have empty space to add one (V,3) or two (Crj3)
extra atoms to form a similar compact 15-atom structure.
Thus, it might explain the large distortions observed in V3
and Cry;3 compared with the ideal ICO structure, i.e., both
V3 and Cry5 have structures between the distorted ICO and a
compact 15-atom structure. It is important to mention that
the Nby; and Ta,3 configurations were obtained by high-T
MD simulations starting from a distorted ICO cluster, i.e., no
previous information was used even though previous results
have reported this structure for Ta,3.”8

Among the 3d, 4d, and 5d systems, we found that only
Co;3, Tcys, and Re 5 have an ideal HBL structure (Cs,). The
ideal HBL structure is composed by two coplanar hexagonal
layers with a close-packed stacking, which can be related
with their bulk hexagonal close-packed structures.* The ideal
HBL and CUBO clusters differ only by the position of three
atoms, which are located below the seven-atom hexagonal
layer in the CUBO cluster. Furthermore, HBL differs from
the BBP in the atomic positions in the second layer, which
forms a square of four atoms capped by two atoms at the
opposite edges in the BBP cluster. We would like to point out
that a structure very similar to the HBL was obtained inde-
pendently by our high-7 MD simulations for Tc3, which is
only slightly higher in energy (about 0.30 eV).

The HBL structure was also reported for Re,s,’® which is
consistent with our results. Furthermore, it was recently ob-
tained by DFT calculations that HBL is about 0.72 eV lower
in energy than BBP for Co;; (Ref. 40) while we obtained
0.67 eV, Table I. The HBL and BBP structures are almost
degenerate (energy difference less than 0.05 eV) for several
SyStemS, c.g., Nil3, Cu]3, an3, Y]3, M013, Rhl3, Ag]3, Cd13,

W3, and Hg;3, which can be expected due to the small geo-
metric differences. It is important to mention that this result
depends on a full relaxation on both HBL and BBP structures
without symmetry constrain.

In contrast with previous DFT calculations,®” we found
that the BBP configuration is not the lowest configuration for
any of the 3d, 4d, and 5d M5 systems, i.e., it is only a
high-energy local minimum structure. In previous studies,
the stability of the BBP structure was verified by room-
temperature MD simulations, which might not be sufficient
to provide enough energy for structural change along of the
simulation. Thus, MD simulations should be used with cau-
tion to check structure stability, as the appropriate tempera-
ture depends on the shape of the potential-energy surface.

We found that the Cuys, Pd3;, and Ag;; systems have a
distorted HBL structure, which is composed by two layers as
in the ideal HBL structure, but only three atoms preserve
their atomic positions in the second layer. The distorted HBL
Cuys, Pd;3, and Ags structures are 0.59, 0.14, and 0.52 eV
lower compared to HBL, respectively. Thus, it can be sug-
gested that Cuy; and Ag;; have ordered structures, which is
in contrast with previous DFT calculations that reported only
disordered structures for Cu;; and Ag,;.”> In addition, the
ICO configuration has been reported as the lowest-energy
structure for Cuyy and Ag,s,”"? which is not supported by
our calculations.

Previous first-principles DFT calculations have reported
an ideal or slightly distorted ICO configuration for Ni;3. In
contrast with those studies,’”*7%° we found a less compact
structure that is 0.27 eV lower in energy than the ideal ICO
structure. This result indicates that Ni;3 has a structure much
closer to the Co;; HBL structure. However, its relative en-
ergy difference with respect to the ideal ICO cluster is only a
fraction of the obtained for Co;z (—1.14 eV). Thus, it shows
that our approach is able to identify new lower energy struc-
tures for the M5 clusters.

A DSC-like structure yields the lowest-energy configura-
tion for four systems, namely, Ruj;, Rhj;, Osy3, and Irys,
which are neighbors in the periodic table. DSC is composed
by three planes stacked as in the simple-cubic structure (12
atoms), and the 13th atom is add to the 12 atoms structure,
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and hence, DSC has an open structure due to the simple-
cubic stacking. We observed that although the top cube in
Os,3 and Ruys are tilted, it maintains the mirror symmetry.
The DSC structure was first proposed for Ir, Ru, Rh, and Pt
clusters,” which is consistent with our results for Ir3, Ru,3,
and Rh;;, however, our lowest-energy structure for Pt;; is
about 1.3 eV lower than DSC. We would like to point out
that the ideal DSC cluster yields the highest energy for most
of the systems that have ICO-like structures, which can be
explained by the large preference of those systems to main-
tain a compact structure.

The Zn;; and Cd;; systems have very similar structures,
which are different from all other systems, i.e., they show
signs of disordering that resemble an amorphous system.
Similar disordered structures were also reported by previous
DFT studies for Zn;; and Cd,5.”%7® The ICO structure has
also been reported as the lowest-energy structure for Cd,3,%>
which is clearly not supported by our calculations. The Zn,3,
Cd,3, and Hg,5 systems have a closed-shell electronic struc-
ture (3d'%4s2, 4d'%4s, and 5d'%6s), however, Zn,5 and Cd,;
have disordered structures while Hg;5 has an ordered, high-
symmetry ICO structure. Thus, it indicates remarkable dif-
ferences between those systems due to the degree of local-
ization of the d states.

The structures for Mo;, W3, Ptj3, and Au; cannot fit
easily in the structure groups mentioned above. It is impor-
tant to mention that the 3D Au,; structure is only stabilized
by taken SOC effects into account for the valence electrons,
i.e., there is a clear competition between 2D and 3D struc-
tures for Auys. In contrast with previous studies,’”> we found
an ordered structure for Au;;. We identified also local mini-
mum structures with disordered features for Au,;, however,
are higher in energy. Thus, it can explain the discrepancies
with previous results.

E. Effective coordination number and averaged bond lengths

In this section, we will employ the concepts of ECN and
average bond lengths, d,,,'?"'? to analyze the lowest-energy
atomic structures. The ECN takes into account that a particu-
lar atom i is surrounded by atoms at different distances while
the standard coordination number (CN) attributes an unique
weight for all bonds independently of their bond lengths. For
example, the CN of a particular atom i can be obtained by
using a cutoff bond length and counting the number of atoms
surrounding atom i with bond lengths smaller than the cutoff
value, i.e., all atoms with bond lengths smaller than the cut-
off value contribute with the same weight (unit) for CN.
Thus, the results obtained for the CN depend on the cutoff
bond length. In contrast, a different weight is attributed for
each bond length by using a weight function in the ECN
concept. For example, bond lengths smaller (larger) than d,,,
contribute with a weight larger (smaller) than the unit. Thus,
a cutoff bond length is not required in the ECN concept. For
particular cases, the ECN has the same value as the CN, e.g.,
the average ECN and CN is 6.46 for the ideal ICO cluster.
For low-symmetry structures in which a particular atom is
surrounded by atoms at different distances, the ECN and CN
can assume different values, and its difference (A=ECN

PHYSICAL REVIEW B 81, 155446 (2010)

—CN) depends on the selected cutoff bond length to obtain
the CN. Therefore, the ECN concept provides a more accu-
rate approach to identify possible structural trends in clus-
ters.

In this work, we will use an exponential averaging func-
tion to obtain ECN; and d' for all atoms in the cluster.'??
The ECN,; is obtained by the following set of equations:

d.. \°
ECN,= > exp[l - (—L> } (3)
J

i
dav

where dij is the distance between atom i and j, while diw is

defined as
d.. \°
2 dlj exp 1 - <_;'L>
j d

diy = (4)
d; \°
Seo] - (2]
J av
in which d;v is obtained self-consistently, i.e., d;v(new)
—d.,(0ld) <0.00010|. The smallest bond length between the
atom i and all j atoms (dfmn) was used as the initial value for
d,,,. The final value of d, is obtained within three to four
iterations, which is then used to obtain ECN,. The power 6
and exponential form in @', are used in order to obtain ECNs
equal to the standard CN for undistorted high-symmetric
ICO clusters, as well as for crystalline systems with simple

lattices such as cubic and face-centered cubic. The average
ECN and d,, for a particular configuration are obtained by

N
1

ECN = — >, ECN; (5)

Ni:l

and

1 N
d,=—>,d | 6
av NE av ( )

where N is the total number of atoms in the cluster. All
results obtained for ECN and d,, are shown in Fig. 5.

It can be seen from Fig. 5 that the ECN depends critically
on the cluster configuration. For example, we found a con-
stant value for ECN using ideal ICO clusters for all systems
(ECN=6.46), which should be expected, as the geometry of
the ideal ICO cluster is constrained by symmetry. Similar
trend is observed for the BBP cluster but in this case the
ECNs have smaller values due to the arrangement of the
atoms in the cluster, which is expected. Most of the values
obtained for BBP are about 5.50. However, small oscillations
are observed due to the strong preference of few systems
(Vi3, Cry3, Zny3, and Cd,3) to have a different configuration.

Using the lowest-energy structures shown in Fig. 4, we
concluded that three systems have ideal ICO configuration
(Scy3, Y3, and Hg;3) and eight systems have distorted ICO-
like configurations (Ti;s, Vi3, Crj3, Mnys, Feys, Zrj3, Lugs,
and Fe3). For example, we found that nine systems, namely,
SC]S, Ti]3, Mn]3, Fel3, Y13, Zr13, Lu]3, Hf13, and Hg]3 have
ECN values close to the ideal ICO clusters (ECN=6.46),
which is should be expected, however, two ICO-like systems
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(V3 and Cr3) have ECN values substantially smaller than
6.46. For example, ECN=5.27 and 5.13 for V5 and Cry3,
respectively.

We found one 3d (Zn), four 4d (Mo,3, Ru;s, Rh3, and
Cd13), and five 5d (W13, 0513, II'13, Pt13, and Au13) systems
with ECN smaller than five. Thus, it shows clearly that the
3d systems have a strong tendency to form compact struc-
tures while the 5d systems have a large number of open
structures. Thus, these results provide a clear indication of
the type of structures that should be searched to identify
possible lower energy structures.

The averaged bond lengths calculated for the ICO, BBP,
and the lowest-energy configurations are shown in Fig. 5. We
found that the average bond length for each element is about
the same for the three different structure configurations, i.e.,
atomic structures with different ECN yield similar average
bond lengths for M 5. In first approximation, the average
bond length versus the atomic number shows a similar para-
bolic shape for the 3d, 4d, and 5d systems. We found that the
largest bond lengths occurs for systems with small or maxi-
mum occupation of the d states while the smallest bond
lengths occur about half occupied d states.

For 3d systems, we observe a small deviation from a para-
bolic shape, which is characterized by the presence of two
minima separated by a maximum located at Mn 5. It is relate
to the role played by the magnetic interactions in Cry3, Mn,3,
and Fe;. For example, for the lowest-energy configurations,
the total magnetic moment (my) of Cr;; and Mn 5 are 0 and
3up per cluster, i.e., AFM and FIM states, respectively, with
bond lengths of 2.51 and 2.57 A. However, those bond
lengths decrease to 2.44 and 2.48 A for the ideal ICO clus-
ters with m of 20 and 33 ug, respectively. Thus, the change
from FM to FIM and AFM states contribute to increase the
average bond lengths by about 0.1 A and hence, it explains
the maximum at Mn;3. Similar maximum exists for the co-
hesive energy of the 3d systems.'?’ For the 4d and 5d sys-
tems, the deviations from a parabolic profile occur close to
the minimum of the average bond-length curves, at the Ru3
and Rhy; for 4d and Os;3 and Iry5 for 5d.

The approximate parabolic shape of the average bond-
length curves can be explained by the chemistry bonding and

antibonding model, in which the occupation of the bonding
and antibonding states (d states) in 3d, 4d, and 5d systems
determines the magnitude of the binding energy in the sys-
tem, hence the magnitude of the bond length.'”® For ex-
ample, the occupation of the bonding states increases up to
the half occupation of the d states, i.e., the bond length tends
to decrease while the occupation of the antibonding states
leads to an increase in the bond length. However, this picture
alone cannot explain the deviations observed in the curves
from a complete parabolic shape.

F. Magnetic moments

The total magnetic moments, my, of M3 are shown in
Fig. 6 for all calculated configurations while m for the ICO,
CUBO, BBP, HBL, DSC, and lowest-energy configurations
are also summarized in Table I. Figure 6 shows that the range
of values obtained for my are wider for 3d, followed by the
4d and 5d series, which can be related to the large number of
magnetic 3d bulk systems, e.g., bulk Fe, which is not the
case of the 4d and 5d systems.

Except few differences, we found that my versus the
atomic number shows similar shape for both 3d, 4d, and 5d
systems. From low to high atomic numbers (left to right in
Fig. 6), we observe initially a decreasing in my for the first
four elements in the three series, i.e., it decreases from my
=19(Sc3), 19(Y3), and 13ug (Lujz) to mp=0 (Cryy),
0(Moy3), and Ouy (W;3). Thus, the magnetic interactions
change from FM to AFM by increasing the atomic number
from left to right for the first four elements. Once my reaches
its minimum, my increases again and reaches its maximum at
Fe|3 (mp=44up, FM), Rhy3 (mp=9ug, FIM), and Re3 (my
=5ug, FIM). Then, m decreases almost linearly with the
occupation of the d states and reaches mp=0up for Zn;s,
Cdl3, and Hgl3'

For the 5d systems, mp decreases exactly by one unit
from Re; to Hg;3, which does not occur for the 3d and 4d
systems. In particular, the shape of the 3d curve from V5 to
Cu,; resembles the Pauling-Slater curve.'”® Hence, these
curves are mainly determined by the occupation of the d
states while the larger localization of the 3d states contrib-
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ings can be attributed to the low dimension and lower coor-
dination of those clusters, which have been known to en-
hance the magnetic properties of surfaces.

For particular systems, a large number of discrepancies
between DFT calculations and experimental results have
been reported. For Rh;, first-principles calculations have re-
ported m;=21.0,% 17.0,°2% 9,04 and 13.0ug (Ref. 87)
while we found m=9.0ug. The reported experimental val-
ues are 11.44+1.69 (Ref. 31) and 6.24 = 1.69,% i.e., only the
most recent DFT studies have obtained my in the range of the
experimental values. A simple analysis of Table I shows that
compact structures for Rh; have higher magnetic moments,
e.g., mr=19up for ICO, which explains those discrepancies
between experimental and theory for Rh;; as most of the first
calculations were initially done for compact model structures
for Rhy5.83 We want to point out that different problems con-
tribute to those discrepancies. For example, small energy dif-
ference between configurations with very different magnetic
moments can play a role. Furthermore, the well-known limi-
tations in the local and semilocal exchange-correlation func-
tionals might play an important role as well.

G. Vibrational frequencies

It is known that vibrational frequencies (vgq) can be used
to verify that a particular atomic configuration is a local

structures shown in Fig. 4 for the TM 5 clusters.

minimum, i.e., all local minimum structures must have only
positive vp.q values. Thus, a basic requirement to support our
results is to verify whether all M 5 structures shown in Fig. 4
are true local minimums. We determined v, by employing
the approach in which the Hessian matrix is calculated using
finite differences, as implemented in VASP.!'>!13 We use two
atomic displacements, i.e., each atom is displaced in each
direction by +0.010 A. All the 3N-6(N=13) vibrational
frequencies are shown in Fig. 7. We found that all vy, are
positive for the lowest-energy structures shown in Fig. 4 and
hence, all configurations are true local minimum.

It can be seen that the vibrational frequencies range, i.c.,
from Vg to Vieq, depends on the series and column in the
periodic table. For almost all systems, we found that v in
the same column follows the relationship below

Sd-max

4d-max
= Vfreq

3d-max
> Vfreq

Vfreq (7)
Furthermore, in particular, for the 4d and 5d systems, it can
be seen that v has a parabolic shape as a function of the
atomic number, which can be correlated with the binding-
energy magnitude.

155446-10



DENSITY FUNCTIONAL THEORY INVESTIGATION OF...

PHYSICAL REVIEW B 81, 155446 (2010)

TABLE III. Comparison of our results (AE,,, ECN, and d,,) with the results obtained from the atomic
structures reported by Sun et al. (Ref. 78). The numbers in parentheses indicate the results obtained from Sun
et al. structures as provided while the results on the right were obtained by performing a geometric relaxation
of those structures within the same computational parameters as those used in this work.

This work Reference 78
AE, dy, A, dyy

M, (eV) ECN (A) (eV) ECN (A)

Zn -1.90 4.52 2.65 (-1.59) -1.90 (4.76) 4.51 (2.57) 2.65
Y 0.00 6.40 344 (+0.03) 0.00 (6.40) 6.40 (3.47) 3.44
Zr -0.08 6.37 2.99 (+0.32) +0.03 (6.24) 6.32 (2.95) 2.99
Nb -1.48 5.23 2.66 (-1.45) —-1.48 (5.26) 5.23 (2.68) 2.66
Mo -2.57 4.43 2.51 (-2.57) -2.57 (4.43) 4.43 (2.51) 2.51
Tc -3.46 5.33 2.51 (-2.73) -3.46 (5.24) 5.32 (2.56) 2.51
Ru -3.20 3.89 2.41 (-2.34) -3.19 (3.64) 3.89 (2.45) 2.41
Rh -1.31 3.66 2.45 (-1.30) -1.31 (3.66) 3.66 (2.44) 2.45
Pd -0.32 5.70 2.70 (-0.05) —0.09 (6.36) 6.36 (2.78) 2.76
Ag -1.25 5.65 2.84 (-0.96) -1.25 (5.71) 5.66 (2.77) 2.85
Cd -0.69 4.58 3.11 (-0.60) —0.69 (4.78) 4.63 (3.21) 3.12
Ta -0.85 5.39 2.69 (-0.85) -0.85 (5.39) 5.39 (2.69) 2.69
W -4.32 4.88 2.57 (-4.05) —-4.05 (4.52) 4.52 (2.54) 2.54
Re -5.76 5.36 2.54 (-5.62) -5.75 (5.32) 5.41 (2.52) 2.54
Os -6.26 3.89 2.44 (-6.26) —6.26 (3.89) 3.89 (2.43) 2.43
Ir -6.68 3.37 2.41 (—6.68) —6.68 (3.37) 3.37 (2.41) 2.41
Pt -3.53 4.28 2.59 (-3.44) -3.44 (4.82) 4.82 (2.61) 2.61

The calculated v, are in qualitative agreement with
available experimental results for clusters with similar size.
For example, experimental results for the vibrational spec-
trum of neutral Au;, Auyg, and Au,, show frequencies be-
tween 47 and 220 cm™' (Ref. 10) while we obtained Vireq
between 16 and 160 cm™'.

IV. DISCUSSION AND SUMMARY

In this work, we reported a theoretical study of metal M3
clusters along of the 3d, 4d, and 5d series based on first-
principles calculations without (DFT-PBE) and with SOC
(DFT-PBE+SOC) as implemented in VASP. Using a combi-
nation of first-principles high-7” MD simulations, structure
crossover, and a set of five well-known configurations, we
calculated about 15-45 configurations for each system. A set
of lowest-energy structures were identified and are shown in
Fig. 4. Vibrational frequency analysis shows that those lower
energy configurations are true local minimum structures. We
found that SOC was decisive to change the atomic configu-
ration of Auy; from 2D to 3D while for all the remaining
systems the results are the same as those obtained with DFT-
PBE.

Our results are in quite good agreement with previous
theoretical calculations’® based on the combination of TSDS
with DFT calculations employing VASP and GAUSSIANO3
codes. We calculated the AE,,, ECN, and d,, for all the
lowest-energy atomic configurations as provided by Sun et
al.”® using the same computational parameters as those used

in this work. First, no additional relaxations were performed
on the provided structures in order to check possible differ-
ences due to the atomic relaxation procedure. Subsequently,
we performed a full relaxation of the provided structures as
performed in this work. All results are summarized in Table
III. Compared with the unrelaxed structures, we found that at
least nine of our configurations (Zn;3, Zr3, Tcs, Ruys, Pd;3,
Agi;, Wi3, Reys, and Ptj3) are lower in energy by about
0.10-0.80 eV while the remaining systems (Y3, Nb;3, Moy3,
Rh;s, Cd;3, Ta;s, Os;3, and Irj3) yield almost the same rela-
tive energy differences, Table III. For those nine systems, we
noticed large deviations in the values of ECN and d,, com-
pared with our results, which might explain those differ-
ences. A full relaxation of Sun et al. structures lowers the
total energy and provide a better agreement of the AE,,
ECN, and d,, with our results, however, the differences in
AE, are still present for three systems. Our equilibrium con-
figurations for three systems (Pd,3, W3, and Pt;3) have lower
energies than Sun et al. by about 0.3 eV. Sun et al. suggested
a slightly distorted ICO structure for Pd,;(ECN=6.36) while
our lower energy Pd,; structure has an ECN of 5.70, which
indicates a slightly more open structure. Therefore, com-
pared with the most recent and complete study,”® we found
three lower energy configurations among 17 common sys-
tems. Thus, this work summarizes the best known structures
for the M5 clusters.

The lowest-energy structures shown in Fig. 4 indicate
clear trends. For example, compact ICO-like structures are
obtained at the beginning of each metal series, which gradu-
ally assumes more opened structures by increasing atomic
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number. For d states with occupation larger than half, the
lowest-energy structures tend to increase their ECNs, which
results in compact structures for large occupation of the d
states. It is important to notice that the 3d systems have more
compact structures than the 4d and 5d series, which can
leads to the following conclusion. It has been known that 3d
systems have a much localized d state than 5d systems and
hence, we can conclude that an increase in the localization of
the d states favor much more compact structures. Further
investigation could be performed using the LDA+U frame-
work with different values of the effective Hubbard U
term. >

Therefore, the structural pattern of the M5 clusters are
different from the respective bulk systems. For example,
with few exceptions, the 3d, 4d, and 5d elements crystallize
in the face-centered-cubic, body-centered-cubic, and hexago-
nal close-packed structures, which are compact structures
with large coordination numbers.* However, as mentioned
above, the ECN results show a strong dependence with the
occupation of the d states, specially for the 4d and 5d sys-
tems, Fig. 5. In particular, the lowest ECN occurs for sys-
tems with face-centered-cubic structures, e.g., Rh, Pd, Ir, and
Pt. Thus, the open structures observed for these systems can
be considered as unexpected ones, i.e., there is no simple
explanation to support the DSC structures for those systems.
It is important to notice that compact Rh;; have large mag-
netic moments, which is not consistent with experimental
observations while open structures yield mr in agreement
with experimental results.

We want to point out that the binding energy per atom and
average bond lengths follow a parabolic shape, as a function
of the occupation of the d states. Thus, the same trends ob-
served for bulk systems are observed for few properties of
the M5 clusters, which indicate that the same mechanism
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used to explain similar trends in the bulk phase can be ap-
plied to explain these particular trends for the M5 clusters.
In bulk phase, the paraboliclike shape of physical properties
have been explained by the bonding and antibonding chem-
istry picture in which the occupation of the d states and the
s-d hybridization determine the magnitude of the mentioned
physical properties.'”® The d states in the 3d, 4d, and 5d
series is divided into two regions with different characteris-
tics. The bonding states are located at lower energy while the
antibonding states are higher in energy. Thus, by increasing
the occupation of the bonding states, we expected a decreas-
ing in the average bond length, which is in fact observed in
our calculations. Once the bonding states are fully occupied,
the minimum bonding length is obtained. The initial occupa-
tion of the antibonding states increases the bonding length
once again up to reach its maximum value. The atomic struc-
ture of the lowest-energy configurations for all calculated
systems can be obtained under request.
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